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Data Mining is the process of extracting information from large data sets through using algorithms and Techniques drawn from 
the field of Statistics, Machine Learning and Data Base Management 
manual work and interpretation of data which is slow, expensive and highly subjective Data Mining, popularly called as 
knowledge discovery in large data, enables firms and organizations to make calculated decisions by assembling, accumulating, 
analyzing and accessing corporate data. It uses variety of tools like query and reporting tools, analytical processing tool
Decision Support System.[4] 
 
This article explores data mining techniques in health care.  In particular, it discusses data mining and its applic
where people are affected severely by using the under
Krishnagiri District, Tamil Nadu State, India. This paper identifies the risk factors associated with the high level of 
content in water, using classification algorithms and finds meaningful hidden patterns which give
to this socio-economic real world health hazard. 
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1. Introduction 

Fluoride ion in drinking water ingestion is useful for Bone and 
Teeth development, but excessive ingestion causes a disease 
known as Fluorosis.  The prevalence of Fluorosis is mainly 
due to the consumption of more Fluoride through drinking 
water.  Though the different forms of fluoride exposure is 
important, if it exceeds or decrease from the required level it 
is risk of fluoride – prone diseases. [8] 
 
Fluorosis was considered to be a problem related to Teeth 
only.  But it now has turned up to be a serious health hazard.  
It seriously affects Bones and problems like Joint pain, 
Muscular Pain, etc. are its well-known manifestations.  It not 
only affects the body of a person but also renders them 
socially and culturally crippled.  
 
The goal of this paper by using the classification algorithms as 
a tool of data mining technique to find out the volume of 
people affected by the high fluoride content of potable water. 
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Abstract 

Data Mining is the process of extracting information from large data sets through using algorithms and Techniques drawn from 
the field of Statistics, Machine Learning and Data Base Management Systems. Traditional data analysis methods often involve 
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knowledge discovery in large data, enables firms and organizations to make calculated decisions by assembling, accumulating, 

sing corporate data. It uses variety of tools like query and reporting tools, analytical processing tool
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where people are affected severely by using the under- ground drinking water which consist of high levels of fluoride in 
Krishnagiri District, Tamil Nadu State, India. This paper identifies the risk factors associated with the high level of 
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mining, Fluoride affected people, Classification algorithms, J48. Naïve Bayes. 

Fluoride ion in drinking water ingestion is useful for Bone and 
Teeth development, but excessive ingestion causes a disease 
known as Fluorosis.  The prevalence of Fluorosis is mainly 
due to the consumption of more Fluoride through drinking 

Though the different forms of fluoride exposure is 
if it exceeds or decrease from the required level it 

Fluorosis was considered to be a problem related to Teeth 
only.  But it now has turned up to be a serious health hazard.  
It seriously affects Bones and problems like Joint pain, 

tations.  It not 
only affects the body of a person but also renders them 

The goal of this paper by using the classification algorithms as 
a tool of data mining technique to find out the volume of 
people affected by the high fluoride content of potable water.  

Fig.1     Skeletal Osteoroposis by Fluoride
 

2. MATERIALS AND METHODS 

2.1 Literature Survey of the Problem 

To understand the health hazards of fluoride content on living 
beings, discussions were held with medical practitioners and 
specialists like General Dental, Neuro surgeons and Ortho 
specialists.  We have also gathered details about the impact of 
high fluoride content in water from World Wide Web [8
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analyzing all these we came to know that the increased 
fluoride level in ground water create dental, skeletal and neuro 
problems.  In this analysis we focus only on skeletal hazards 
by high fluoride level in drinking water.  Level of fluoride 
content in water in different regions of Krishnagiri District 
was obtained from Water Analyst from TWAD. Based on the 
recommendations of WHO which released a water table[6], 
the Tamil Nadu Water And Drainage Board (TWAD) 
suggested the normal content of fluoride   in drinking water 
should not be above 1.5 mg/L.[6] 

The water table   also shows the contents of minerals and 
associated health hazards. We found out that Krishnagiri 
District of Tamil Nadu in India is most affected by fluoride 
level in drinking water by naturally surrounded hills in the 
District. TWAD have analyzed the sample ground potable 
water from various regions of Krishnagiri District and 
maintained a  table of High level fluoride (1.6mg/L to 
2.4mg/L) contaminated ground drinking water of panchayats 
and villages list in this District.  We have concludedthat many 
village people of  Krishnagiri District are severely affected by 
ground potable water. So we have decided to make a survey 
and to find out the combination of diseases which are possibly 
affected mostly by high fluoride content indrinking  water.  

2.2 Data Preparation 

Based on the information from various physicians and water 
analyst of TWAD, we have prepared questionnaire to get raw 
data from too many villagers who were affected with high 
level fluoride  in drinking water from 1.6mg/L to 2.4mg/L.[6] 
People of different age groups with different ailments were 
interviewed based on the questionnaire prepared in our mother 
tongue i.e. Tamil since the people in and around the district 
are maximum illiterate and not studied upto the level of 
understanding other languages.       

Total  data collected from Villages  

                     Men              251 (48%) 
520 

                     Women         269 (52%)    
 
 As per the opinion and findings ofmedical  practitioners,  
while analyzing the data for classification,  the   degree of   
symptoms of diseases    are  placed in several compartments 
as under 

 
   Mild Skeletal Victims 

                 Moderate Skeletal Victims 
                 Osteoroposis Victims  
 
From the above, the status and degree of diseases classified as 
under with sample table. 
 
Those who are found with one to three low symptoms are 
grouped as Mild victims skeletal disease. 

 

Those who are found with four low symptoms or   one   to   
three medium and one high symptoms are grouped as 
Moderate victims of skeletal disease. 
 
Those who are foundwith more than two medium symptoms 
are grouped as osteoporosis victims of skeletal disease. 
 

Table 1: Sample classification of symptoms of diseases 

 

2.3 Classification as the Data mining application 

Classification is a form of data analysis that can be used to 
extract models describing important data classes. Such 
analysis will provide us a better understanding of the data at 
large.  The classification predicts categorical (discrete, 
unordered) labels. Classification have numerous applications, 
including fraud detection, target marketing, performance 
prediction, manufacturing and medical diagnosis.[2] 

2.4 WEKA tool 

In this paper we have usedWEKA(to find interesting patterns 
in the selected dataset), a Data Mining tool for classification 
techniques.. The selected software is able to provide the 
required data mining functions and methodologies.  The 
suitable data format for WEKA data mining software are MS 
Excel and ARFF formats respectively. Scalability-Maximum 
number of columns and rows the software can efficiently 
handle. However, in the selected data set, the number of 
columns and the number of records were reduced. WEKA is 
developed at the University of Waikato in New Zealand. 
“WEKA” stands for the Waikato Environment of Knowledge 
Analysis. The system is written in Java, an object-oriented 
programming language that is widely available for all major 
computer platforms, and WEKA has been tested under Linux, 
Windows, and Macintosh operating systems. Java allows us to 
provide a uniform interface to many different learning 
algorithms, along with methods for pre and post processing 
and for evaluating the result of learning schemes on any given 
dataset. WEKA expects the data to be fed into be in ARFF 
format (Attribution Relation File Format).[9] 

WEKA has two primary modes: experiment mode and 
exploration mode .The exploration mode allows  easy  access  
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to  all  of  WEKA’s  data  preprocessing, learning, data 
processing, attribute selection and data  visualization  modules 
in an environment that encourages initial exploration  of  data. 
The experiment mode allows larger-scale experiments to be 
run with results stored in a database for retrieval and analysis. 

2.5 Classification in WEKA  

The basic classification is based on supervised algorithms. 
Algorithms are applicable for the input data. Classification is 
done to know exactly how the data is being classified. The 
Classify Tab is also supported which shows the list of 
machine learning tools. These tools in general  operate on a 
classification algorithm and run it multiple times to 
manipulating  algorithm  parameters  or  input  data weight  to  
increase  the  accuracy  of  the  classifier.  Two learning 
performance evaluators are included with WEKA. [5][10] 

The first simply splits a dataset into training and test data, 
while  the  second  performs  cross-validation  using  folds. 
Evaluation is usually described by the accuracy. The run 
information is also displayed, for quick inspection of how 
well a classifier works. 

2.6 Manifold Machine Learning algorithm 

The  main  motivation  for  different  supervised  machine 
learning  algorithms  are  accuracy  improvement.  Different 
algorithms are used different rule  for  generalizing  different 
representations of the knowledge. Therefore, they tend to 
error on different parts of the instance space. The combined 
use of different algorithms could lead to the correction of the 
individual uncorrelated errors. As a result the error rate and 
time taken to develop the algorithm is compared with 
different algorithm [7]. 

2.7 Experimental Setup 

The data  mining  method  used  to  build  the model   is  
classification. The data analysis is processed using WEKA 
data mining tool for exploratory data analysis, machine 
learning and statistical learning algorithms. The training 
data set consists of 520 instances with 15 different attributes.  
The instances in the dataset are representing the results of 
different types of testing to predict the accuracy of fluoride 
affected persons. The performances of the classifiers 
areevaluated and their results are analyzed. The results of 
comparison are based on ten-fold cross-validations. 
According to the attributes, the dataset is divided into two 
parts that is 70% of the data are used for training and 30% are 
used for testing [10]. 

2.8 Learning Algorithms 

This paper consists of three different supervised machine 
learning algorithms derived from the WEKA data mining 
tool. Which include: 

• J48 (C4.5) 
• Naive Bayes, 

• CART 
The above algorithms were used to predict the accuracy of 
Fluoride Skeletal diseases affected persons. 

3.DISCUSSIONS  

3.1 Attributes selection 

First of all, we have to find the correlated attributes for finding 
the hidden pattern for the problem stated.  The WEKA data 
miner tool has supported many in built learning algorithms for 
correlated attributes.  There are many filtered tools for this 
analysis but we have selected one among them by trial.[5] 

Totally there are 520 records of data base which have been 
created in Excel 2007 and saved in the format of CSV 
(Comma Separated Value format) that converted to the 
WEKA accepted of ARFF by using command line premier of 
WEKA.    

The record of data base consists of 15 attributes, from which 
10 attributes were selected based on attribute selection in 
explorer mode of WEKA 3.6.4. 

Table 2: classification of attributes 

 

We have chosen Symmetrical random  filter tester for attribute 
selection in WEKA attribute selector. It listed 14 selected 
attributes, but from which we have taken only 10 attributes . 
The other attributes Name, Pregnancy state, Sex, Known 
status of fluoride, profession omitted  for the convenience of 
analysis of  finding impaction among peoples in the district.  
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Table 3:  Selected attributes for analysis 

 

3.2 Classifier chosen using Ranker testing  in WEKA 

 

 

             Fig.2 Attribute selection in WEKA Explorer 

The Classify option in WEKA has many learning tools for 
finding hidden patterns based on classification. We can 
choose the best learning tool  for the created learning data 
base from the ranking test in WEKA Experimenter option. 
Randomly we have chosen six learning algorithms and applied 
in Experimenter. 

The Experimenter has given above the accuracy over the 
created learning data base. So that we have chosen two high 
accuracy and one medium accuracy learning algorithms which 
have highlighted in the above table to find the hidden pattern 
of the classification. 

 

 

  Fig.3  Ranking test in WEKA Experimenter 

Table 4: Experimenter accuracy on Data set 

 

 

 

 

 

 

 

 

 

3.3 J48 algorithm in WEKA 

The J48 decision tree in WEKA is based  
on the C4.5 decision tree algorithm.  The C4.5 algorithm is a part 
of the multi-way split decision tree. C 4.5 yields a binary split if 
the selected variable is numerical, but if there are other 
variables representing the attributes it will result in a 
categorical split. That is, the node will be split into C nodes 
where C is the number of categories for that attribute .               
The learning algorithm J48 in WEKA 3.6.4 accepts the 
training data base in the format of ARFF.  It accepts the 
nominal data and binary sets. So our attributes selected in 
nominal and binary formats naturally. So no need of  
preprocessing for further process [2]. 

We have trained the training data by using the 10 Fold Cross 
Validated testing which used our trained data set as one third 
of the data for training and remaining for testing. After 
training and testing which gives the following results. 

Classifier tool Experimenter 
accuracy 

Simple Cart 95.96 

REPTree 90.04 

Random Tree 83.57 

J48 96.36 

Bagging 90.90 

Naïve Bayes 92.95 
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Fig.4 Tree Visualization of J48 in WEKA Explorer 

 

 If – then rules of the above implementation 

IF  (Body pain) 
IF(Joint pain) 
                          IF (Neck pain) 
                               Osteoporosis 
                           Else 
IF(Foot Neck pain) 
                                    Osteoporosis 
                                 Else 
                                     Moderate Skeletal 
                     Else 
                          Moderate Skeletal 
           Else 
IF(Foot Neck pain) 
IF(Neck pain) 
IF(Joint pain) 
                                 Osteoporosis 
                             Else 
                                  Moderate Skeletal 
                       Else 
                              Moderate Skeletal 
                    Else 
                         Mild Skeletal        
From the WEKA 3.6.4 classifier Confusion matrix confirms 
that the Krishnagiri district people are impacted by Moderate 
Osteoroposis disease. 

3.4 Classification And Regression Tree(CART) algorithm  in 
WEKA 

It builds a binary decision tree by splitting the records at each 
node, according to a function of a single attribute.  CART uses 
the Gini index for determining the best split. 

 
 

 

 

Fig.5 J48 Implementation in WEKA Explorer 

The initial split produces two nodes, each of which we now 
attempt to split in the same manner as the root node.  Once 
again, we examine all the input fields to find candidate 
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splitters.  If no split can be found that significantly decreases 
the diversity of a given node, we label it as a leaf node. 
Eventually, only leaf nodes remain and we have grown the 
full decision tree. The full tree may generally not be the tree 
that does the best job of classifying a new set of records, 
because of over fitting [1][3] 

At the end of the tree growing process, every record of the 
training set has been assigned to some leaf of the full decision 
tree.  Each leaf can now be assigned a class and an error rate.  
The error rate of a leaf node is the percentage of incorrect 
classification at that node.  The error rate of an entire decision 
tree is a weighted sum of the error rates of all the leaves.  
Each leaf’s contribution to the total is the error rate at that leaf 
multiplied by the probability that a record will end  up in 
there. 

We have trained the training data by using the 10 Fold Cross 
Validated testing.  The CART decision tree classifier 
Confusion matrix too confirms the same result obtained in the 
J48 decision tree.  That is the Krishnagiri District are 
impacted by Skeletal Osteoroposis. 

3.5 Naive Bayes algorithm in WEKA 

Bayesian classification is quite different from the decision tree 
approach.  In Bayesian classification we have a hypothesis 
that the given data belongs to a particular class.  We then 
calculate the probability for the hypothesis to be true.  This is 
among the most practical approaches for certain types of 
problems.  The approach requires only one scan of the whole 
data.   

The expression P(A) refers to the probability that event A will 
occur.  P(A/B) stands for the probability that event A will 
happen given that event B has already happened.  In other 
words p(A/B) is the conditional probability of A based on the 
condition that B has already happened. For example, A and B 
may be probability of passing a course A and passing another 
course B respectively. P(A/B) then is the probability of 
passing A when we know that B has been passed [1, 3]. 

If we consider X to be an object to be classified then Bayes 
theorem may be read as giving the probability of it belonging 
to one of the classes C1,C2,C3, etc by calculating P(Ci/X).  
Once these probabilities have been computed for all the 
classes, we simply assign X to the class that the highest 
conditional probability.  

Fig.6 CART implementation in WEKA Explorer 
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Fig.7 Naïve Bayes implementation in WEKA Explorer 

P(Ci/X) may be calculated as 

P(Ci/X) = [P(X/Ci)P(Ci)]/P(X) 

• P(Ci/X) is the probability of lthe object X belonging 
to class Cr 

• P(X/Ci) is the probability of obtaining attribute 
values X if we know that it belongs to class Cr 

• P(Cr) is the probability of any object belonging to 
class Ci without any other information. 

• P(X) is the probability of obtaining attribute values X 
whatever class the object belongs to. 

The Naive Bayes classifier Confusion matrix also declares the 
same result obtained in the J48 and CART decision trees.  
That is the Krishnagiri District are impacted by Skeletal 
Osteoroposis. 

4. RESULT COMPARISION 

The above implementation algorithm yields the same results 
that the Krishnagiri district residing people affected by the 
Osteoroposisdisease. However some key parameters which 
played important role in which algorithm works better. 

 

Table 5: Comparison of classified Trees 

 

               All the three classified learning algorithms train the   
data up to 98% so the error rate completely reduced. The time 
taken to build the algorithm relatively too small. However the 
J48(C4.5) build the model faster than other two algorithms. 

Table 6:Comparision of Accuracy 

 

The accuracy can be measured from true positive and  false 
positive ratio. All algorithms vary in the range of 0.050 ratio 
by true positive and   vary in the range of 0.005 ratio false 
positive in Dental Moderate class. So the accuracy among the 
algorithms also supports the results.   From the accuracy 
comparison it is understood that the Krishnagiri district 
impacted by Osteoroporis. 

5. CONCLUSION 

Datamining applied in health care domain, by which the 
people get beneficial for their lives. As the analog of this 
research found the meaningful hidden pattern that from  the 
real data set collected the people impacted in Krishnagiri 
district by drinking high fluoride content of potable water.  By 
which we can easily know that the people do not get 
awareness among themselves about the fluoride impaction. If 
it continues in this way, it may lead to some primary health 
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hazards like Kidney failure, Mental disability, Thyroid 
deficiency and Heart diseases. However the Primary Health 
hazards of fluoride are Osteoroposis and Bone diseases which 
disturbed their daily meager life. It is primary duty of the 
Government to providing good hygienic drinking water to the 
people and reduces the fluoride content potable water with the 
latest technologies and creating awareness among the people 
in some way like medical camps and taking documentary 
films.  Through this research the problem of fluoride in 
Krishnagiri come to light.  
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